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  ABSTRACT 

A promising study subject in smart urban and the Internet of Things is number plate recognition, also known as 

licence plate realization or recognition utilizing image processing techniques. Many of the autonomous number 

plate recognition systems in use today only function in a controlled setting with photographs taken at a straight 

angle with acceptable lighting, clarity, and industry-standard typefaces. The fact that existing works are based 

on UK licence plates and may not function for Indian licence plates is another disadvantage. This study provides 

a novel image processing method for the detection and identification of Indian licence plates that can handle 

noisy, dimly lit, cross-angled, and non-standard font licence plates. In the pre-processing of this work, 

morphological transformation, Gaussian smoothing, and Gaussian thresholding are only a few of the image 

processing techniques used. Next, contours are applied by boundary following and filtered based on symbol 

proportions and spatial localization for number plate segmentation. After the target region filtering and de-

skewing, character identification is done using the K-nearest neighbour technique. The suggested techniques 

showed encouraging outcomes.  

I. INTRODUCTION 

The proposed effort will utilise cutting-edge picture segmentation and other processing methods to the 

identification and realisation of licence plate numbers. The majority of recent works focus on common Number 

plate formats, as those used in the UK, Argentina, or Russia. Intelligent Template Matching, a revolutionary 

technique introduced by Nicolas et al., is focused on Argentinian licence plates [1]. The majority of plates in a 

huge nation like India are not standard, hence a solution that takes into account various formats and fonts is 

required. Additionally, since there is no uniform data set for Indian licence plates, pictures and videos of 

vehicles with licence plates were manually collected, taking into account issues like dim, uneven lighting, 

distant plates, fuzzy plates, different fonts, etc. The hypothesis assumes that the number plates follow the 

prescribed sequence because all the data were gathered in India and the majority of them include four 

characters and six numbers: The very first two characters of AP 31 BA 1432 represent the state in which the 

vehicle is registered. First, the Area of Concern needs to be found and extracted from the wider vehicle taken 

image. The next step is to identify the characters and digits that are present in the area of interest. Because the 

number plate region only makes up 10% of the whole imagery of the vehicle under consideration, 90% of the 

entire image can be ignored by localizing the search to the area of concern. The reduction of time and spatial 

complications is another benefit of number plate recognition. 

Lotufo et al. performed one of the earliest studies on automated number plate recognition (ANPR) [2]. For the 

example of the Dutch number plates, Nijhuis et al. [3] utilised neural networks with fuzzy logic to recognise 

vehicle licence plates. Neural networks were utilised for classification and feature extraction while fuzzy 

clustering was applied to segmentation. Kim et al. [4] address automatic licence plate recognition for photos 

that have distortion. They attained a 92.8% accuracy in image segmentation using genetic algorithms. Lee et al. 

[5] conducted yet another study on the identification of Korean licence plates. In t heir research, the area of 

concern is first identified using neural networks for colour classification. The classification process makes use 

of the pixels' Hue, Lightness, and Saturation (HLS) values. The ratio of the plate's length to breadth is utilised to 

determine the plate region. Character extraction uses a histogram of the character's colour, and identification 

uses a template matching technique. 

For an instance with a distorted background, Hsieh et al. [6] offer wavelet transformation-based character 

extraction. With a 92.4% accuracy, solely plate detection is taken into account in this work. Quadri and Asif [7] 

perform Sindh standard licence plate recognition by using yellow colour identification to corner the number 

plate region, a smearing method to segment the plate, and optical character recognition (OCR) to identify the 
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characters. However, neither the types of OCR algorithm utilised nor the accuracy rate are specified. Number 

plate detection was carried out by Surekha et al, [8] however no character recognition was reported. In their 

research, they often use morphological processing, cunning edge detection, and neural networks. A 97% 

accuracy rate was recorded. They did not take into account the photographs' complicated contextual factors 

when developing their strategy. 

In her work on Indian number plate detection and recognition, Kaur [9] used morphological procedures to 

extract the number plate region, boundary box analysis and connected component analysis to extract 

characters, and template loading and matching to recognize characters.  

Character recognition was claimed to have a 96.67% accuracy rate. This method has the advantage of being 

able to identify blurry, noisy, and low contrast images. However, this method does not address slanted licence 

plates. Chinese licence plate recognition was carried out by Shi et al [10] for varied picture illuminations. The 

recognition of numbers was 90% accurate. The test cases do not, however, take into account photos that are 

noisy, blurry, or skewed. An effective licence plate detection and recognition method was put out by Chang et al. 

[11] Number plate extraction is done via colour edge projection and Hue Saturation Intensity (HIS) dependent 

on colour modification techniques, such as fuzzy aggregation. Character recognition uses OCR techniques. An 

efficiency of performance in noisy settings, various lighting conditions, and even damaged licence plates was 

reported with an accuracy of 93.7%. The Indian licence plates, however, are not examined. Tejas et al. [12] 

suggested utilising neural networks for recognition, Sobel edge detection, bounded area segmentation, and 

Indian number plate detection. However, their methodology did not test it in adverse environmental 

circumstances [13]. For licence plate region detection, Salau et al. [14] achieved a remarkable accuracy of 

99.8%; character recognition was not taken into account. 

The pre-processing part of this work includes the use of a number of images processing techniques, 

including Gaussian smoothing, Gaussian thresholding and morphological conversion. Next, contours are applied 

by boundary following and filtered based on character proportions and spatial localization for number plate 

segmentation. After the target region filtering and de-skewing, character identification is done using the K-

nearest neighbour technique. 

II. METHODOLOGY 

Pre-processing, detection, and recognition are the three main stages of the suggested methodology.  

2.1. Pre-processing: 

Both images and videos are acceptable as input. Video is viewed as a collection of images or frames, so the 

image source needs to be prepared for additional processing before number plate recognition can begin. The 

sequence in which image processing methods are used is as follows: 

2.1.1 Image Under-Sampling: The algorithm for number plate identification and recognition is designed to 

operate at a constant frame rate. It should come as no surprise that image processing algorithms take longer to 

process high-resolution photos. In actuality, considering photos that have a high definition is superfluous. If the 

resolution exceeds a set threshold, this stage lowers it. Videos are under-sampling every 20th frame and 

transmitted for additional processing.  

2.1.2. RGB to HSV Conversion: The following OpenCV function transforms an input RGB image to an HSV 

image and returns the transformed image. The image in this case is saved internally as a numpy array and cv2. 

The RGB to HSV conversion flag is called COLOR BGR2HSV. This instructional discusses extensive 

documentation for changing colour spaces [15]. HSV channels provide the added benefit of separating 

brightness from colour specification. This guarantees that the method will function for photos with a variety of 

light levels. 

2.1.3. Grayscale extraction: To create the grayscale image, the luminance or value channel of the transformed 

HSV image is extracted. Without a doubt, the resultant grayscale image differs significantly from it's own RGB 

grayscale equivalent. 

2.1.4. Morphological transformations: Morphological transformations, which are certain procedures that can 

be carried out on binary images, include top-hat and black-hat filters. The black-hat operation, also known as 

bottom-hat, is used to accomplish the opposite, i.e., boost dark items of interest in a slightly brighter 
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foreground. The top-hat operation is used to amplify brightness of  items of interest in a relatively dark 

background. According to mathematics, the Top-Hat is the ratio between the picture and the image's beginning, 

and the Black-Hat is the difference between both the image and the image's ending. In this study, black-hat 

results are deleted from the original image and top-hat results are added [16]. 

2.1.5. Gaussian Smoothing: A linear Gaussian function is used in Gaussian filtering or smoothing. Reducing 

noise and specifics is the goal of Gaussian filtering. This will be useful for later stages of picture processing. The 

additional benefit of avoiding aliasing artefacts is another benefit of applying a Gaussian filter to an image. 

Every point in the given array is fused by using Gaussian equation in the process of gaussian filtering [17]. The 

total of all of these points yields the output array. To create a two-dimensional matrix, a series of one-

dimensional Gaussian matrices is first applied horizontally, and the procedure is then repeated vertically. 

Comparing that to its two-dimensional equivalent leads to a reduction in computational complexity [18]. 

2.1.6. Inverted Adaptive Gaussian Thresholding: Thresholding is used in image segmentation to 

convert a grayscale image into a binary image. Famously referred to as image binarization, this 

procedure. The image is binarized using a global threshold in the simplest thresholding tec hnique. This 

approach, however, might not be appropriate in non-uniform lighting situations. To carry out the 

adaptive thresholding, a window of predetermined size is taken, and a weighted sum of nearby pixels is 

calculated. A mathematical negation called a "inversion" is carried out to meet our practical 

requirements [19]. 

2.2 Number plate detection: 

Inverted Adaptive Gaussian Thresholding, the last step in the image pre-processing process, outputs a 

binaryized a picture with the values 0 or 255. The binarized picture is used as a starting point for later 

detection and recognition processes. 

2.2.1. Applying contours: The algorithm used to create contours is known as contour tracing, sometimes 

known as border following. A line of equivalent intensity points running along a boundary is known as a 

contour. Detecting contours in OpenCV is similar to finding a white object against a black backdrop, hence 

inversion operation had to be implemented during the adaptive gaussian thresholding stage. 

2.2.2. Filtering and Grouping contours: The use of contours is made for tiny regions, particularly for jagged 

corners and noise outliers. Such outlines are superfluous, as may be seen by the human eye, but a software 

must take this into account. Each contour was first given a set of bounding boxes. Then, the following 

parameters were considered for each contour: the necessary contour area, necessary contour length and width, 

and the minimum and maximum permitted aspect ratios. Consequently, the majority of the pointless outlines 

were filtered out, bringing us closer to achieving our goal—detection of a licence plate. During the second level 

of filtering, each contour is compared with all other contour based on variables such the separation among 

outlines, the delta angle among them, the delta variation in their space, the delta width, and the delta height.  

When a set of contours meets each of these requirements, they are combined into one. It is possible to get two 

or more of these groupings. 

2.2.3. Plate angle correction: Each number plate is given a boundary box at this point. An affine 

transformation is carried out if any of the plates have angle distortion. To conserve points and lines, an affine 

transformation—a mapping between two spaces—is utilised. The parallel lines maintain their parallelism after 

the change. The distances between both the points that form a straight line are still proportional. The lengths of 

the points and the angles inside the lines, however, are not maintained [20]. The OpenCV function 

getRotationMatrix2D may be used to rectify the plate angle [21]. 

2.2.4. Remove overlapping contours: As with the number "zero," it is conceivable for several contours to 

entirely encircle one another. The inner contour may entirely enclose the outer contour if it is picked up during 

the contouring process. This behaviour may cause both contours to be identified during the recognition task as 

different characters. This step is thus included to assure the elimination of those overlapping characters. 

2.3 Character recognition: 

2.3.1. Characters transformation and Prediction: Each contour, which stands for a character on the licence 

plate, is then enlarged into a 20 by 30 picture after any overlapping characters have been eliminated. This 

procedure is carried out to guarantee compliance with the learning model's input format, in which each font 
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character supplied during training is a resized 20 × 30 picture. The symbol is predicted once the scaled image is 

supplied to the model. In order to produce a string of characters, this is repeated for every contour. The 

prediction step is unsuccessful for the other contour groups created, which do not resemble the licence plate. 

Number plates are identified by the group that has the greatest number of expected characters. 

2.3.2. Training the model: The concept of K Nearest Neighbors algorithm was utilised for training. Several 

other models including Decision Tree Gradient Boosting were studied, however KNeighbours fared better. 

Randomized search was employed to find the model's ideal hyperparameters [22]. A rigorous search is 

conducted using a manually created space of a group of hyper-parameters that are associated with the learning 

algorithm in randomised search, which is an optimised version of variable sweep or grid search. Grid search is 

guided by performance indicators like cross-validation of the validation set assessment. Both the grid search as 

well as the randomised search examine the same parameter space. Although the parameter settings are 

somewhat comparable, randomised search takes much less time to perform. Within K Nearest Neighbors 

classification, a query point is assigned a class based on the simple majority vote of the nearest neighbour, 

which has the most neighbourhood support. Scikit-learn was employed for the model's implementation. 

KNeighbors Classifier [23], wherein k is indeed an integer, is offered by Scikit-learn. A larger k number has the 

benefit of suppressing noise, but the distinction between class borders will deteriorate. The optimum k-value 

relies on the information. Weight is a parameter that is also accepted by KNeighbors Classifier. When 

predicting, weight is a factor. Both uniform weight and distance are possible. In the case of "uniform" weight, all 

the points in a neighbourhood are given the same weights. When applying a "distance" weight, the points that 

are closer together receive greater weights while the points that are farther apart receive smaller weights. The 

model and a set of hyperparameters that were attempted during training are inputs for the randomised search. 

K and weight were given varied values for this research, and it was discovered that when K = 4 and weight = 

distance, the algorithm recognised objects more effectively. Several typefaces that approximate the typical 

Licence Plate fonts were utilised to train the model. The character is scaled to an uniform size of 20 by 30 pixels 

before being saved. This will guarantee that the model's input is consistent. 

III. RESULTS AND DISCUSSION 
The tests are performed on a computer running Windows 10 with 8GB of RAM and an i5 CPU clocked at 2.4 

GHz. The image processing techniques are implemented using the Python OpenCV package. Images have been 

used to test the system. All of the aforementioned scenarios, including plates with erratic illumination, plates 

with stylized lettering, plates that were near up or far away, and plates that were angularly skewed, were taken 

into consideration as System test cases. For testing, pictures under various environmental circumstances are 

obtained. 

The system has effectively recognized more than 96.2% of the symbols from licence plates. and from the 

dataset of 101 licence plates, containing Indian and international plates, 97% of the specified licence plates 

were successfully detected. The outcomes are also contrasted with comparable studies that focused on the 

detection and identification of Indian licence plates. 

3.1 Number Plate Detection: Licence Plate Detection based on Image Processing is easier and quicker than 

machine learning-based as well as other complicated approaches since it just needs to perform basic 

mathematical operations. It will require a lot of work, though, to include a variety of assumptions and real-

world examples. Machine learning-based models typically perform better in these situations. Any algorithm 

based on machine learning needs data to function properly. For this project, there wasn't a lot of information 

accessible. However, it has been demonstrated that image processing approaches outperform their machine 

learning-based equivalents significantly when there is a lack of data. As stated before, having a trustworthy 

input source is essential for accurate detection and recognition, particularly one that has a still camera with 

adequate shutter speed and lighting. Although the system occurs to work well for hazy instances, it isn't always 

a generic expression. 

3.2 Number Plate Recognition: Up to a point, different typefaces' characters might be recognised. However, 

it's crucial to remember that while weighing different typefaces, a suitable balance needs to be struck. A model 

may become overfit and produce poor generalisation and biassed prediction if it has too many fonts. Less 

typefaces will cause the model to underfit, which will lead to inaccurate prediction. Due to the limited amount 
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of data, advanced models like gradient boosting also have a tendency to overfit the data. Poor forecasts were 

the outcome of this. Therefore, KNeighbours and other simpler models seemed to function well. 

IV. CONCLUSION 

Regarding Indian car number plates or licence plates, this study discusses licence plate detection and 

recognition. The main contributions of this study include taking into account difficult scenarios including 

changing lighting, blurry, skewed, noisy pictures, and non-standard and substantially worn-out licence plates. 

The pre-processing part of this study includes the use of a number of images processing techniques, including 

morphological transformation, Gaussian smoothing, and Gaussian thresholding. Next, for number plate 

segmentation, outlines are generated by boundaries followed and filtered based on character proportions and 

spatial localization. After the area of interest filtering and de-skewing, character identification is done using the 

K-nearest neighbour technique. 
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