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ABSTRACT 

The effectiveness of many machine learning methods for identifying spam in SMS and email interactions is 

examined in this study's abstract. Our study assesses each method's performance using Multinomial Naive 

Bayes, Random Forest, Support Vector Classifier, and Extra Tree Classifier. Preprocessing labelled datasets and 

extracting relevant features for model training are part of the study. Additionally, interaction with the Google 

Spreadsheet API and Google Drive API is implemented to help with real-time analysis and decision-making. 

Comprehensive testing and assessment are used to provide insights into the scalability, computational 

efficiency, and algorithm performance. The results further the progress of digital environment communication 

security and spam detection. 
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I. INTRODUCTION 

The project uses an interactive machine learning pipeline built using Python modules like Streamlit and Google 

APIs to solve the ongoing problem of spam in communication technologies, such as email and SMS. Strong 

models are trained on pre-labeled datasets by the system using methods such as Multinomial Naive Bayes, 

Support Vector Classifiers, Random Forests, and Extra Trees Classifiers to achieve accurate spam classification. 

An interactive online interface with Streamlit is part of the implementation, which makes it simple for users to 

test and contrast various classifiers. The smooth import and export of data between Google Spreadsheets API 

and Google Drive enhances user accessibility. The research highlights the importance of spam identification in 

contemporary communication systems and how it protects users against a range of unsolicited messages, 

including malicious information and advertisements. Through the utilization of machine learning 

methodologies, including supervised learning and natural language processing, the project facilitates the 

examination of email and SMS content, sender information, and additional variables to ensure efficient spam 

identification. The online application development platform Streamlit is marketed as being easy to use, enabling 

users to enter messages for analysis and build interactive spam detection algorithms. To sum up, the initiative 

makes using the platform more enjoyable while protecting personal information and offering a useful tool to 

fight spam on real-world communication channels. 

II. METHODOLOGY 

OVERVIEW OF A DATASET: 

Collections of labeled messages (spam and ham) are easily accessible through public datasets, which are 

typically derived from users who voluntarily provided their information. Easy access and pre-existing labels are 

benefits. Still, they might not accurately represent unique user experiences or current spam patterns.  

Table 1: Classification of Dataset 

Type of Messages Total Percentage Total Attributes 

Spam 87% 2 

Ham 13% 2 

DATA CLEANING & PRE-PROCESSING: 

This study uses a Kaggle dataset to examine the significance of data cleaning for improving machine learning 

models' accuracy and performance. To illustrate their effect on computing efficiency and forecast accuracy, 

different data cleaning methods are used. The findings underscore the critical role that preprocessing processes 
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play in machine learning workflows by demonstrating a strong link between clean data and effective models.  

Increasing the accuracy of machine learning models requires effective data preprocessing. In order to improve 

model reliability, this research suggests methods for removing duplicate data and noise. We address these 

issues by talking about feature-based approaches, normalization strategies, and statistical methodologies, and 

we provide implementation and impact analysis. Case studies from the real world show how effective our 

method is in different fields. 

FEATURE EXTRACTION: 

Transforming unstructured text input into formats appropriate for machine learning is known as feature 

extraction, and it is used in spam detection. Word frequencies and significance are measured, respectively, by 

techniques like TF-IDF and Bag-of-Words. Word embeddings represent semantic linkages; N-grams capture 

sequential word patterns. Metadata characteristics offer contextual signals, and text preprocessing techniques 

standardise data. By combining these techniques, significant characteristics are taken out and used to train models 

that can differentiate between spam and real messages in email and SMS correspondence. 

TF-IDF: 

In natural language processing, TF-IDF (Term Frequency-Inverse Document Frequency) is a feature extraction 

method. It evaluates a word's significance in a document by taking into account both how frequently it appears 

in the document (TF) and how uncommonly it occurs in the corpus (IDF). Higher weights are assigned to words 

that are common inside a document but uncommon throughout the corpus. TF-IDF works well at identifying 

the importance of words unique to a given document while undervaluing phrases that are used frequently. This 

approach helps find important phrases that set texts apart from each other. It is extensively employed in tasks 

where a precise understanding of word importance is essential for analysis and categorization, such as spam 

detection, document classification, and information retrieval. 

III. MODELING AND ANALYSIS 

MULTINOMINAL NAIVE BAYES(MNB):  

Through probabilistic concepts and feature independence assumptions, this paper examines the Multinomial 

Naive Bayes method for spam identification. Extensive testing shows that the system performs well in correctly 

categorising spam messages. The study demonstrates Multinomial Naive Baye. 

RANDOM FOREST(RF):  

The present investigation explores the Random Forest algorithm for spam detection through decision tree 

aggregation and ensemble learning. Extensive testing shows that the system performs well in correctly 

categorising spam messages. The study highlights Random Forest's potential for reliable spam detection 

systems. 

SUPPORT VECTOR CLASSIFIER(SVC):  

It investigates the use of kernel functions and margin maximisation in Support Vector Classifiers for spam 

identification. The algorithm demonstrates its accuracy in classifying spam messages after thorough study. The 

study demonstrates how SVC can be used to create reliable spam detection system. 

EXTRA TREE CLASSIFIER(ETC):  

The present investigation uses randomised decision trees and feature selection to investigate the Extra Tree 

Classifier for spam detection. After a comprehensive analysis, the programme demonstrates that it can reliably 

identify spam messages. The study emphasises how the Extra Tree Classifier may be used to create reliable 

spam detection systems. 

TESTING THE CLASSIFICATION RESULTS:  

It addresses the spam detection training phase by using labelled data to train algorithms such as Random 

Forests and Support Vector Machines. The models learn to classify spam messages accurately through iterative 

optimisation. The study emphasises how useful customised model training is for strong spam detection 

systems.  

It tests machine learning models during the spam detection testing phase by employing methods such as 

holdout validation and cross-validation. The model's efficacy in categorising messages is evaluated using 

metrics like accuracy and precision. The study emphasises how crucial comprehensive testing is to accurate 
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performance evaluation of spam detection systems.   

FRAMEWORK:  

Users can quickly determine whether or not a communication is spam with our Streamlit-powered spam SMS 

and email detection tool. They are able to view the outcomes and determine how to handle each message. 

Streamlit makes it simple for us to add new features and enhance the tool in response to user feedback so that 

we can combat spam more effectively. 

IMPLEMENTING APIs:  

We use a google sheets Api as a Database when we click a  button it automatically stores the our input Messages  

and also store a  whether message is spam or ham.  

 

Figure 1: Connecting to Sheets API 

IV. RESULTS AND DISCUSSION

CLASSIFICATION REPORT: 

While precision evaluates the accuracy of positive predictions, accuracy gauges the overall soundness of a 

model's predictions. Precision precisely assesses the ratio of true positives to the sum of true positives and false 

positives, whereas accuracy computes the percentage of correctly classified samples out of the total. These 

metrics are essential for assessing how well spam detection models perform in distinguishing between spam 

and authentic messages.  

PERFORMANCE ANALYSIS: 

We compare 11 algorithms graph namely KNN, MNB, RF, SVC, ETC, LR, ADA-BOOST, XGB, GBDT and DT. We got 

a higher accuracy on Multinominal Naïve Bayes.  
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Table 2: Comparison of Algorithms 

 

 

Figure 2: Accuracy and Precision of Algorithms 

RESULTS: 

Users can promptly evaluate and respond to incoming messages for efficient spam management as the output 

shows a confidence score and whether the communication is categorised as spam or Ham. 

 

Figure 3: Output For Spam 
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Figure 4: Output For Not Spam 

We have effectively used the API to combine our input messages with Google Sheets. To give you an idea, 

picture the spreadsheet as having rows of nicely arranged data, each row representing a message whether it is  

Spam or Ham. 

 

Figure 5: Connected to Sheets 

V. CONCLUSION 

We get a high accuracy rate of 97% with our spam SMS and email detection system, which uses the Multinomial 

Naive Bayes (Mnb) algorithm and connects effortlessly with the Sheets API. This technology helps users 

efficiently recognise and remove spam communications from their email and SMS inboxes. We guarantee 

effective data handling and administration by utilising Mnb in conjunction with the Sheets API, improving the 

user experience overall in the fight against spam mails. 
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