MULTIPLE DISEASE PREDICTION SYSTEM USING MACHINE LEARNING

J. Fasila Afreen*1
*1Student, Department Of CSE, Kings College Of Engineering, Pudukkottai, Tamil Nadu, India.
DOI: https://www.doi.org/10.56726/IRJMETS35252

ABSTRACT
Artificial intelligence and machine learning play a significant part in today's society. We can find them everywhere, from autonomous vehicles to the medical industry. Patient data generated by the medical sector is produced in enormous quantities and is processed in numerous ways. Hence, using machine learning, we were able to develop a prediction system that can identify multiple diseases simultaneously. Several of the currently used methods are only able to predict one disease at a time, and that too with reduced accuracy. Poor accuracy can pose a major threat to a patient's health. Heart, liver, and diabetes are the three ailments we are now thinking about, but there may be many more added in the future. The system will output if the user has the disease or not when the user enters several disease-related parameters. Many people can benefit from this project because it allows for the monitoring of a person's health and the taking of the necessary actions to prolong life.
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I. INTRODUCTION
Data is a valuable resource in this digital age, and vast amounts of data were produced across all industries. All patient-related data is included in the healthcare sector's data. Here, a general architecture for disease prediction in the healthcare sector has been put out. Several of the current models focus on just one disease for each analysis. One analysis, for example, might be performed for skin illnesses, cancer, and diabetes. There isn’t a mechanism in place that can analyze multiple diseases at once. As a result, we are focusing on providing users with rapid and precise disease predictions based on the symptoms they enter. Hence, using Django, we propose a method that may be used to forecast various diseases. We will examine the diseases of malaria, diabetes, and the heart in this system. Later, many more illnesses could be added. We'll utilize machine learning techniques and Django to put numerous disease prediction systems into action. In order to preserve the model’s behavior, Python pickling is employed. The significance of this system analysis is that it considers all the factors that contribute to the development of the diseases under study, making it possible to detect them more effectively and precisely. A python pickle file will be used to store the behavior of the final model.

II. METHODOLOGY
A multiple disease prediction system using machine learning methodology could be built using supervised learning algorithms such as Support Vector Machines (SVM), Decision Trees, and Random Forests. The system would be trained on a dataset containing medical records of patients with various diseases. Features such as patient age, gender, medical history, lifestyle, and environmental factors would be used as inputs to the model. After the model has been trained, it can be used to predict which disease a patient is likely to have based on the available data. The model can also be used to identify risk factors associated with a particular disease in order to help diagnose and treat it. The system could also utilize natural language processing to analyze text documents and extract relevant features. Finally, the system could use deep learning algorithms, such as convolutional neural networks, to identify complex patterns in large-scale medical data. Due to its correlation, we conducted experiments on three diseases: heart, diabetes, and liver. The first step is to import the UCI dataset, PIMA dataset, and Indian liver dataset, respectively, for the datasets for heart disease, diabetes disease, and liver disease. After the dataset has been loaded, each inputted piece of data is visualized. Following preprocessing the data for visualization, which involves looking for outliers, missing values, and scaling the dataset, the data is divided into training and testing. Subsequently, we used the knn, xgboost, and random forest algorithms on the training dataset before applying what we learned about the classification method to the
testing dataset. We will use our information to select the algorithm that will produce the highest accuracy for each of the disease.

**Decision Tree**

This particular supervised machine learning technique focuses primarily on categorization issues. Creating a training model that may be used to forecast the class or values of the desired value is the primary goal of employing decision trees. To do this, basic decision procedure inference is learned from previously collected data (training data. Using the decision tree approach, we begin by predicting the class at the tree's root. We combine the root characteristic's values with the trait of the data. We move to the next node with the branch that is parallel to that value on the basis of differentiation. The decision Tree divides the symptoms in this system according to their classification, which reduces the complexity of the dataset.

**Random Forest**

A random forest can be constructed by merging N decision trees, and then it can be used to make predictions for each tree that was produced in the first step. Supervised machine learning algorithms include Random Forest. Although it is utilized for both classification and regression, classification problems are its main focus. The use of Random Forest is fairly simple, as is the implementation. If we need to create a model quickly, Random Forest is the ideal replacement. A large number of decision trees are built during the training phase of Random Forest, an ensemble learning technique. By using voting, it determines which answer is best. Several decision trees make up Simple Random Forest. A forest of trees is produced. The accuracy rate is precisely related to the number of trees in the forest, which also solves the overfitting issue. Because Random Forest is not dependent on overfitting and is insensitive to dataset noise, it performs well when applied to real-world issues. It is very effective and offers superior performance to other tree-based algorithms. Bootstrap aggregation or bagging is commonly used for tree learning.

**KNN**

KNN is a supervised learning algorithm that classifies fresh data points based on metrics of similarity. It is a non-parametric method, which means that it makes no assumptions about the underlying data. KNN is a lazy learner approach as well because it doesn’t do any training and just keeps the training dataset without trying to derive any discriminative functions from it. KNN is based on the concept of the feature similarity approach, which assumes that homogenous objects exist nearby. Also, it is an approach for instance-based learning in which the function is roughly local. This approach is utilized when there are non-linear decision-making divisions between classes and it can handle vast amounts of data.

**XGBoost**

XGBoost is an open-source machine-learning library for gradient boosting. It is an optimized distributed gradient boosting library designed to be highly efficient, flexible, and portable. It implements machine learning algorithms under the Gradient Boosting framework. XGBoost is used for supervised learning tasks such as classification and regression. XGBoost provides a parallel tree boosting (also known as GBDT, GBM) that solves many data science problems in a fast and accurate way. XGBoost is an implementation of gradient-boosted decision trees designed for speed and performance. It is a scalable, portable, and accurate library for large-scale machine learning. XGBoost uses a more regularized model formalization to control over-fitting, which gives it better performance. It also has tools for parallel processing, allowing it to exploit the power of multiple computers to perform computations in a fraction of the time. It has a wide range of hyperparameters that can be tuned to improve the model’s performance.

**MODELING AND ANALYSIS**

The patient can foresee the disease using the system. The user adds the input for the specific disease, and the output is displayed based on the trained model of the user input.
III. RESULTS AND DISCUSSION

The fields of disease diagnosis and prediction have a great deal of promise to be revolutionized by DL and ML techniques. The accuracy and correctness of the diagnosis are the most important aspects of the treatment procedure when it comes to sickness. AI has demonstrated significant accuracy in the diagnosis of diseases based on images as well as in the forecasting of treatment results in terms of survival rate and response to treatment. The knn algorithm, the xgboost algorithm, and the random forest algorithm were utilized in the system’s diabetic disease prediction model since they each provided the highest levels of accuracy. When the patient adds the disease-specific parameter, it will indicate whether or not the patient has the ailment in question. The parameters will display the necessary value range, and if the value is outside of that range, is invalid, or is empty, a warning sign advising the user to input a valid value will be displayed.

IV. CONCLUSION

The primary goal of this study was to develop a system that could accurately predict several diseases. The user doesn’t have to navigate via several websites thanks to this project, which also saves time. Early diagnosis of diseases can both lengthen your life and spare you from financial hardship. To achieve the highest level of accuracy, we have used a variety of machine learning algorithms, including Random Forest, XGBoost, and K nearest neighbor (KNN).
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