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ABSTRACT 

The major goal of this project is to use machine learning techniques to measure water quality. A potability is a 

numerical phrase that is used to assess the quality of a body of water. The following water quality parameters 

were utilised to assess the overall water quality in terms of potability in this study. ph, Hardness, Solids, 

Chloromines, Sulfate, Conductivity, Organic Carbon, Trihalomethanes, Turbidity were the parameters. To depict 

the water quality, these parameters are used as a feature vector. To estimate the water quality class, the paper 

used two types of classification algorithms: Decision Tree (DT) and K- Nearest Neighbor (KNN). Experiments 

were carried out utilising a real dataset containing information from various locations around Andhra Pradesh, 

as well as a synthetic dataset generated at random using parameters. Based on the results of two different types 

of classifiers, it was discovered that the KNN classifier outperforms other classifiers. According to the findings, 

machine learning approaches are capable of accurately predicting the potability. Potability, Water Quality 

Parameters, Data Mining, and Classification are all index terms. 

Keywords: Machine Learning, Supervised Learning, K-Nearest Neighbour (KNN), Decision Tree, Hyper 

Parameter Tuning, Python Programming. 

I. INTRODUCTION 

Water quality analysis is a complex topic due to the different factors that influence it. This concept is 

inextricably linked to the various purposes for which water is used. Different needs necessitate different 

standards. There is a lot of study being done on water quality prediction. Water quality is normally determined 

by a set of physical and chemical parameters that are closely related to the water's intended usage. The 

acceptable and unacceptable values for each variable must then be established. Water that meets the pre-

determined parameters for a specific application is considered appropriate for that application. If the water 

does not fulfil these requirements, it must be treated before it may be used. Water quality can be assessed using 

a variety of physical and chemical properties.As a result, studying the behaviour of each individual variable 

independently is not possible in practise to accurately describe water quality on a spatial or temporal basis. The 

more challenging method is to combine the values of a group of physical and chemical variables into a single 

value . A quality value function (usually linear) represented the equivalence between the variable and its 

quality level was included in the index for each variable. These functions were created using direct 

measurements of a substance's concentration or the value of a physical variable derived from water sample 

studies. The major goal of this research is to examine how machine learning algorithms may be used to predict 

water quality. 

II. METHODOLOGY 

The proposed system is intended to determine potability. It is divided into two phases, one for training and the 

other for testing. The following procedures are carried out in both sections. Data on training pH and hardness 

testing data Solids, chloramines, sulphate, conductivity, organic carbon, trihalomethanes, turbidity, and 

potability are all terms that can be used to describe something. The data set was chosen as follows: The 

collection of essential parameters that affect water quality, identification of the number of data samples, and 

definition of the class labels for each data sample present in the data are all factors that go into selecting the 

water quality data set, which is a prerequisite to model construction. Ten indicator parameters make up the 

data sets used in this study. pH value and hardness are examples of these factors. Solids, chloramines, sulfate, 

conductivity, organic carbon, trihalomethanes, turbidity, and potability are all terms that can be used to 
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describe the properties of a substance. The proposed approach, however, is not constrained by the number of 

parameters or the selection of parameters. A k-fold cross validation technique is employed to set the learning 

and testing framework in this study, corresponding to each data sample in the data set. The dataset is separated 

into k-disjointed sets of equal size, each with roughly the same class distribution, using this technique. This 

division's subsets are utilised as the test set in turn, with the remaining subsets serving as the training set. 

These are Decision Tree (DT) and K-Nearest Neighbour (KNN) methods. In terms of the underlying relational 

structure between the indicator parameters and the class label, each of these strategies takes a different 

approach. As a result, each technique's performance for the same data set is likely to differ. Validating the 

performance of different classifiers on an unknown data set: Data mining provides several metrics for 

validating the performance of different classifiers on an unknown data set. A repeated cross-validation 

procedure in the Matlab caret package was used to create the learning and testing environment. The following 

procedure was used to apply the classification algorithm:  

1. The data set was split into two parts: training (80%) and testing (20%). (20 percent ).  

2. The training set was subjected to repeated cross-validation, with the number of iterations fixed to Classifiers 

were trained in this manner.  

3. The model's optimal parameter configuration was selected, resulting in the maximum accuracy.  

4. The model was scrutinized. 

Classification 

To estimate river water quality class, two data mining methods were used: Decision Tree(DT) and K- Nearest 

Neighbour(KNN). These methods are both parametric and nonparametric classifiers, and their goal is to 

develop a function that maps input variables to output variables from a training dataset. Because the  function's 

form is unknown, different algorithms make different assumptions about the function's form and how training 

data is learned to produce the output. The parametric learning classifier makes more confident assumptions 

about the data. If the assumptions for any data set are true, these classifiers will make rectification judgments. 

However, if the assumptions are incorrect, the same classifier performs poorly. In order to learn classification 

tasks, these classifiers do not rely on the quantity of the sample data set; rather, their working principles are 

their assumptions. This classifier is susceptible to prediction mistakes such as bias, in addition to its parametric 

character. When the model makes multiple assumptions, the Decision Tree yields substantial bias. 

Nonparametric classifiers, unlike parametric learning classifiers, do not make any assumptions about the form 

of the mapping function, and by not making any assumptions, they are having more accuracy. These classifiers 

can create any function from the training data set. The DT and KNN classifiers are included in this category. 

Learning techniques are used in DT, whereas the similarity principle is used in KNN. To put it another way, DT 

Small data sets with complete domain expertise, on the other hand, are equally advantageous for these 

classifiers. Instead of learning from data, the KNN classifier finds a group of k items in the training set that are 

the most similar to the test object. Unlike other classifiers, DT does not rely on domain expertise. To make 

classification decisions, it simply calculates the distance between two characteristics. Because each algorithm's 

mode of operation differs, a comparison of all of them is necessary to determine which one is better at 

approximating the underlying function for the same training and testing water quality datasets. 

 

Fig: Potability Counts of Dataset 
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Potability: Indicates if water is safe for human consumption or not. Potable -1(Safe to drink) and Not potable -

0(Not safe to drink) 

 

Fig: Scatter Plot of Hardness and Solids 
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III. MODELING AND ANALYSIS 

Data collection and creation 

Data mining techniques require domain knowledge in order to generate predictions. For water quality 

applications, it is vital to understand how various water quality parameters influence water quality. This 

information can come from a domain expert or historical data collections. For the forecasting task, two types of 

data sets were used: a carefully created huge synthetic data set and an available real data set. The fact that both 

data sets are examined on an equal number of indicator parameters is the key similarity between them. The 

amount of samples considered in each data set differs amongst the data sets. The number of observations in the 

real data set was limited. Due to the lack of big genuine data sets, a synthetic data collection was produced. The 

developed synthetic data set, on the other hand, captures identical relational structures and water quality 

parameters have the same distribution as in the real-world scenario. Ten water quality parameters were 

utilised to evaluate the overall water quality in terms of potability for each data set. These variables are pH and 

Hardness. Solids, chloramines, sulphate, conductivity, organic carbon, trihalomethanes, turbidity, and potability 

are all terms that can be used to describe something. The choice of parameters was influenced by the fact that 

they are all commonly monitored critical parameters with well-defined water quality standards. The predictive 

modeling described in this paper, on the other hand, is flexible enough to function with any number of 

parameters. 

Data set created artificially 

A target data set is necessary for the use of data mining methods. If data mining is to be used to find patterns in 

data, the data collection should be large enough to contain these patterns as a general rule. A synthetic data 

collection was created to provide a realistic technique to obtaining this enormous data set. This synthetic data 

set was carefully produced by taking into account possible water quality parameter ranges. The benefit of using 

these concentration ranges was that they were developed after careful consideration of water quality standards 

assigned by various national and international organization’s such as the European Union (EU), the World 

Health Organization (WHO), the Central Pollution Control Board (CPCB), and others Scientific data was 

reported. Each sample reflected the occurrence of one instance of the 10 parameter concentration values under 

investigation. The data set that will be utilised to develop a predictive model using the classification technique 

must be supervised. The following step was to establish a supervised environment for the numerical data set, 

which was generated by assigning a label  to each instance in order to forecast the water contamination level. 

To do this, the potability was determined for each instance of concentration values for the 10 parameters 

chosen. 
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Set of real data 

To analyze overall water quality in terms of potability, ten water quality factors were used for each data set. pH, 

Hardness, Solids, Chloramines, Sulfate, Conductivity, Organic carbon, Trihalomethanes, Turbidity, and 

Potability were among the metrics studied. The choice of parameters was influenced by the fact that they are all 

commonly monitored critical parameters with well-defined water quality standards. The predictive modelling 

described in this paper, on the other hand, is adaptable enough to function with any number of parameters. 

IV. RESULTS AND DISCUSSION 

Performance Measures Results 

True Positives (TP) are when the model predicts the positive class properly. 

True Negatives (TN) is one of the components of a confusion matrix designed to demonstrate how classification 

algorithms work. Positive outcomes that the model predicted incorrectly are known as False Positives (FP). 

False Negatives (FN) are negative outcomes that the model predicts negative class. Accuracy is the most basic 

and intuitive performance metric, consisting of the ratio of successfully predicted observations to total 

observations. 

Accuracy = TP+TN/(TP+FP+FN+TN) 

Table 1. Comparison of algorithms 

SN. Algorithm Type Accuracy score Precision Recall f1-Score 

1 Decision Tree 58.5 0.42 0.38 0.40 

2 
K-Nearest 

Neighbour 
61.7 0.43 0.12 0.18 

V. CONCLUSION 

Potability determines the quality of water, which is one of the most important resources for existence. 

Traditionally, testing water quality required an expensive and time-consuming lab analysis. This study looked 

into an alternative machine learning method for predicting water quality using only a few simple water quality 

criteria. To estimate, a set of representative supervised machine learning algorithms was used. It would detect 

water of bad quality before it was released for consumption and notify the appropriate authorities It will 

hopefully reduce the number of individuals who drink low-quality water, lowering the risk of diseases like 

typhoid and diarrhea. In this case, using a prescriptive analysis based on projected values would result in future 

capabilities to assist decision and policy makers. 
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