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ABSTRACT 
Sentiment analysis is a sub-domain of opinion mining within which we will focus on the extraction of emotions 

and opinions of the buyer on a specific product. It is a structured knowledge set or unstructured knowledge set. 

In this review paper, we tend to specialize in sentiment analysis on reviews of the IMDB review dataset. We'll 

work on the info set and check out to classify the polarity of the movie review on the dimensions of — to + (i.e. 

extremely negative to extremely positive). Supported that we will try to give the user or consumer a simpler 

and possibly feasible method based on the scores that are on the graph provided on an internet site. In addition 

to it, we tend to also are evaluating completely different classification approaches that may suit our project 

domain. We tend to review several analysis papers and located out there and found completely different 

approaches within the extraction of text options like a bag of words models, employing a giant motion picture 

review dataset, limiting adjectives and adverbs, handling negations, bonding word frequencies by the brink. We 

tend to conjointly target on finding the aspect-based motion picture review that conjointly affects the polarity 

of the review. This can be achieved by victimization bound driving strategies. As our project is consumer-based 

we are not dealing with accuracies of these methods, and solely work on a bag of words models employing a 

giant review dataset and can give visual representations of our findings the style of graphs on our website. 

Keywords:   Sentiment Analysis, Naïve Bayes, ML Approaches, K-Means, IMDB, Movie Reviews, Data Polarity, 

Bag of Words, Graphs

I. INTRODUCTION 
In this growing era of digital information, the amount of user-generated data is also growing exponentially over 

the internet. According to a study it was observed that out of every five, four users use social media in some or 

other form. We can now say that the web has been totally transformed into a more creative and participating 

web. Each and every person present on the web can give their contribution. 

One such way to participate in this contribution is by giving reviews. The majority of the sites on the web 

provide us a platform to share our views, opinions, and experience of a product, experience, or service used by 

us. One such platform is movie sites that ask us to rate the movies watched by us and give our feedback 

regarding it. Have you ever thought about what the purpose of asking this feedback is? Let’s take an example to 

understand this. Imagine a scenario that this weekend you made a plan to visit for a movie but can’t decide 

which one to go for. To get rid of such a situation, the first solution that comes to our mind is to go to a review 

site and check out the movie ratings. In a similar way, we can also check for our peer’s feedback but as we are 

aware that there are 1000+ reviews, so the task becomes tedious. 

Here sentiment analysis comes into play. Through this, we use many computer-based algorithms to make our 

task simplified. Machine learning algorithms read all the reviews giving by the users, and then find out the 

relevant information to generate useful results according to the user inputs. Most general algorithms that are 

used for this purpose are Naïve Bayes, ML approaches, SVM, SentiWordNet, K-Mean. 

II. LITERATURE SURVEY 
Throughout the years multiple contributions have been made in the field of Sentiment Analysis. Although few of 

these approaches might be obsolete and are no longer being used but they give us an insight of how the 

technology has evolved and why it might be better and efficient to use certain algorithms and their benefits. We 

have reviewed the major technology changes over the years in this paper. 

Paper [1] -by Kuat Yessonov and Sasa Misailovic in 2009 

Their method of sentiment analysis is based upon machine learning. They believe that in order to perform 

machine learning, it is necessary to extract clues from the text that may lead to correct classification. Ideally, the 
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properties of the original text that are relevant for the sentiment analysis task are to be selected. Unfortunately, 

the exact algorithm for finding the best features does not exist. It is thus required to rely on our intuition, the 

domain knowledge and experimentation for choosing a good set of features. 

Bag-of-words Model 

Bag-of-words may be a model that takes individual words during a sentence as features, assuming their 

conditional independence. The text is arranged as an unordered collection of words. This is effectively an 

unigram model, where each word is independent of the others. All the words in the feature vector constitute 

the dictionary. The challenge with this approach is that the choice of words that are appropriate to become 

features. Using this model the sentence “This is a great movie” may be represented by the subsequent feature 

vector: 

F0=[’a’:1, ’event’:1, ’great’:1, ’is’:1, ’this’: 1] 

Identifying of Synonyms 

Bag-of-words model doesn’t capture the relations between the words. For example, it will consider the two 

sentences I saw a fantastic movie and I saw an excellent film as two quite different sentences. The similarity 

between words fantastic and great, as well as the words movie and film is obvious to the human reader. It is 

apparent that each of these pair of synonym words may be represented by a single feature. We modified the 

model so that the feature vector has only one word representing a synonym cluster. The features then become 

semantic similarity rather than exact word match. 

Handling Negation 

Negation plays an important role in polarity analysis. One of the example that we can use to justify our case is 

sentences from our collection “This is not a good movie” has the opposite polarity from the sentence “This is a 

good movie”, although the features of the original model would show that they are not opposite. Words that are 

influenced by the negation, especially adjectives and adverbs should be treated differently. A simple, yet 

effective way for the support of the negation is to include an additional feature [word]-NOT, for each adjective 

and adverb. 

Classification 

Classification algorithm foretell the label for a specified input sentence. 

There are two approaches which can be used for classification:  Supervised and Unsupervised. 

They consider a three supervised classification approach –  

Naive Bayes(N), 

Maximum Entropy(M), 

Decision Trees(D), 

one unsupervised classification approach –  

K-Means clustering(K). 

For feature extractors, they used – 

plain bag-of-words (B), 

bag-of-words using densities from the movie reviews collection (C), 

bag-of-words using only adjectives and adverbs and accounting for negation (G). 

http://www.irjmets.com/
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Figure 1. Result of experiment done 

Paper [2] -by V.K. Singh, R. Piryani, A. Uddin & P. Walia in 2012 

This paper deals with how the SentiwordNet approach can be used and how its accuracy can be achieved as 

much as close to other existing ML approaches used for the sentiment analysis process. They have implemented 

the SentiWordNet approach with different interpretation of linguistic features or classifications, scoring 

schemes, and aggregation thresholds and used two pre-existing large datasets of Movie Reviews and two Blog 

posts. The paper also presents a comparison of the accuracy of the SentiWordNet approach with two popular 

machine learning approaches (Naïve Bayes and SVM for sentiment classification). Increment in Accuracy of 

Sentiwordnet approach by using Linguistic Features. 

1. Using only Adjective terms for obtaining the positive or negative polarity of the extracted content. 

In this approach they have explored different linguistic features and scoring schemes. Computational Linguists 

features suggest that adjectives are good markers of opinions and sentiments. For example, if a review sentence 

says “The movie was excellent”, then the use of the adjective ‘excellent’ tells us that the movie was liked by the 

reviewer and possibly he had a wonderful experience watching it. Also extracted. We computed their 

SentiWordNet score and then checked for the presence of ‘Not’ immediately before it. If a ‘Not’ is present the 

Senti_Score is negated. 

2. Using Adverbs + Adjectives terms for obtaining the positive or negative polarity or the extracted 

content. 

In the other variant, they extracted an Adverb+Adjective’ combination rather than only using Adjectives had a 

wonderful experience watching it. Sometimes, Adverbs further alter the opinion or the sentiment expressed in 

review sentences. For example, the sentence “The movie was extremely good” expresses a more positive 

opinion and definite sentiment about the movie than the sentence “the movie was good”. We have therefore 

explored with two linguistic classification selection schemes. 

We gave equal weightage to Adjectives and Adverb scores obtained from the SentiWordNet. It would, however, 

be relevant to understand the point that in the English language, adjectives are largely used in an opinionated 

tone and adverbs are usually used as complements or modifiers. 

3. By giving Adverbs relatively less weightage than Adjectives then combining them to provide the 

result from the dataset.  

Afte+r implementing the other tests they tried to achieve more accuracy for the approach. They decided to 

explore this possibility by assigning different weightage to adjective and adverb SentiWordNet scores and 

evaluate its performance. 
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This results in strong adjectives being strengthened in polarity by a lesser value whereas weaker adjectives are 

strengthened in polarity by a relatively higher value”. 

In our last variation we decided to fix the scaling factor so as to give a fixed weight to adjective priority. They 

considered the scaling factor sf = 0.35. This means to provide only 35% weight to adverb scores. Now the 

modifications in adjective scores are in a fixed proportion to adverb scores. Since the value of scaling factor sf = 

0.35, the adjective scores will get a higher priority in the integrated scores. 

 

Figure 2. Result of Four different variants of SentiWordNet Implementations 

Performance and Accuracy Comparison. 

In order to judge the precision and efficiency of various SentiWordNet based approaches, they calculated the 

standard performance metrics of Accuracy in percentage, whereas F-measure and Entropy metric values range 

from 0 to 1. The best accuracy value is 100%, best F-measure value is 1, and of Entropy the best value is 0. 

 

Figure 3. Output (Accuracy, F-measure, Entropy) 
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Paper [3]-by Viraj Parkhe & Bhaskar Biswas in 2015 

As we know the sentiment of a consumer toward a specific product can be understood by sentiment analysis of 

the product review. In our case, as we are working on a movie review dataset for sentiment analysis. In this 

paper, they tried to include the different aspects of the movie review to direct the polarity of the review with 

more accuracy. They used machine learning approaches like Naive Bayes  and SVM for the process.  

For this they suggested an improved Naive Bayes algorithm that reduced the precision gap. It deals with each 

individual aspect of the movie. A movie has many aspects such as Direction, screenplay, acting, story, etc. and 

the reviewer may tend to provide his/her opinion or sentiment based on these aspects. 

Many researchers have worked on aspect-based sentiment analysis. They et al. (2010) proposed a method for 

fine-grained analysis of sentiment orientation and sentiment strength of the reviewer towards the various 

aspects of the movie. It uses domain-specific and generic opinion lexicons to score the words and with the help 

of dependency tree, it identifies various inter word dependencies and helps in propagating the word score over 

the entire document. 

For comparison and score analysis they took the help of SentiWordNet approach 2015) with feature selection 

comprising adjective, adverbs, verbs and n-gram features. 

They used a different approach and used a randomized approach to assign values to the driving factors. Also, 

we choose those driving factors that give the maximum accuracy as the best driving factors. In previous studies 

many researchers used an algorithm in which they formulated  the aspect value distribution via a Multivariate 

Gaussian Distribution. 

Proposed Method 

• The first step in the method is preprocessing of the data set in which the data is collected from different 

sources and preprocessed to make it suitable for use in the method. 

• The next step included separating the review text into two different aspects and for that the used aspect-

based text separator known as  ABTS( Figure 4). 

• The different aspects that they used or considered are screenplay acting music movie plot and direction of 

the movie. 

• In the next step the separated reviews based on aspects forward to the aspect of specific classifiers. For 

this purpose, a naive Bayes classifier is used. As it is a machine learning process, so it needs some testing 

and training. 

• Outputs were either -1 or 1 noting that the input text was positively negatively or neutrally 

oriented(Figure 6). 

• Based on the weightage of the driving factors of the movie the aspect-based output is multiplied with the 

respective driving factor for the result. The higher the value of the driving factor of an aspect the more is 

its importance in the review and result is obtained(Figure 5).  
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Figure 4. Flow of process. 

 

Figure 5. Performance measures. 

 

 

Figure 6. Calculation of Different aspects. 

 

Dataset, Experimental Results and Performance 

The dataset consists of 25,000 positive and 25,000 negative reviews and was collected from IMDB. Though 

there is no particular time span for review collection from IMDB, but it was made sure that no more than 30 

reviews from a single movie get included in the final dataset. Because of even number of positive and negative 

reviews, the minimum accuracy that we can obtain from the experiment is 50%.[3] . The authors of the dataset 

included a negative review only if it scored 4 out of 10 and included a positive review if it scored 7 out of 10 on 

a benchmark set by them (Maas et al. 2011). Neutral reviews were omitted. It was seen that ABTS separated 

thereview into various aspects having unequal text distribution. 

The experiment conducted gave results as depicted in Table 1. The results in Table 1 depict the relationship 

between accuracy and driving factors used. The highest accuracy obtained was 0.79372, i.e. 79.372%. The 

corresponding factors are Screenplay—0.07877, Music—0.11756, Acting—0.28147, Plot—0.16390, Movie—

http://www.irjmets.com/
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0.31225 and Direction—0.108133. Thus by using the mentioned driving factors, we get an accuracy of 

79.372%. This is the highest accuracy they managed to obtain using this method. 

 

Figure 7. Aspect words 

 

 

Figure 8. Result and output for Aspects 

Paper [4] -by Tirath Prasad Sahu & Sanjeev Ahuja in 2016 

They stated that the basic methodology to determine polarity is the one with a lexical approach, where we look 

at the words comprising the document and apply some algorithms to compute words with some sentiment 

score and determine the mutual polarity. They have focused on 2 areas:  

1) Feature/trait Selection and Ranking. 

2) Classification using Machine Learning techniques. 

http://www.irjmets.com/
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Their proposed methodology is – 

 

Figure 9. Proposed Methodology 

After first three basic steps, sentiment classification is done according to the proposed algorithm.  

They have used well known classifiers namely Bagging, Random Forest, Decision Tree, Naive Bayes, K-Nearest 

Neighbor, Classification via via Regression. The classification is done with the aim to predict the class level for a 

machine to predict the class of a movie review whenever it arrives. 

 

 

Figure 10. Evaluation Measures 

III. CONCLUSION 

As per the work that had been already done on this topic we can conclude that there is no one specific method 

to do sentiment analysis, as the data changes, we have more than one method and algorithms that can be used 

for this purpose. Each of the algorithms gives different accuracy according to the data provided.  
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For example if we talk about our 1st paper we can say that they have analyzed the sentiment of social network 

comments. They evaluated the fitness of different feature selection and learning algorithms (supervised and 

unsupervised) on the classification of comments according to their subjectivity and their polarity 

(positive/negative). The results show that simple bag-of-words model can perform relatively good, and it can 

be further refined by the choice of features. They also observed that existing corpus from apparently similar 

corpus which contains sentences from movie reviews. Their results show that such corpus, although contains 

similar polarity of the words, as well as the common topic, may not perform classification well. 

Similarly in 2nd paper from test and results they observed that for movie reviews any of the SentiWordNet 

based approaches are not able to meet the performance of machine learning approaches like Naïve bayes and 

SVM. Also if we want to use SentiWordNet approach then they observed that SentiWordNet (Adjective Priority 

Scoring approach which provides less weightage to Adverbs) obtains the best results. They also conclude that 

Adjectives are no doubt the most important linguistic characteristic to make use for sentiment analysis, but 

adverbs which modify the adjectives, improve the performance levels further if they are combined with 

adjective scores in an appropriate weightage. 

In 3rd paper the experiment was conducted to find which movie expects responsible for changing the 

orientation of the review using driving factors. It concluded that aspects like movie acting and plot adds up and 

results in an accuracy of 79.372% for the data set taken into consideration. The method used for classifying the 

text is naive Bayes classifier which uses a method of a bag of words approach. But also the accuracy can change 

for different genera of the movies based on their movie aspects, so we can conclude that it is not good for the 

classification of mixed reviews. Also, the bag of word approach does not consider the inter-word meaning 

dependencies and also the context in which the word was used. For that purpose, we need to develop a specific 

lexicon method. Thus, by combining the improvement method with the use of general specific driving factors 

we can get more refined scores for the movie reviews. 

It was seen that if classification techniques are used for this purpose then, the highest accuracy was given by 

Random Forest with an accuracy of 88.95%. 
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