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ABSTRACT 

An estimated 17 million people die each year from cardiovascular disease, particularly heart attacks and 

strokes. According to the World Health Organization, ischemic heart disease and stroke are the leading causes 

of death worldwide. When a patient, who has suffered stroke is treated, the healthcare institution can obtain 

huge volumes of valuable data like the time of stroke, influential events preceding the stroke, such as 

psychological stress, heavy workload or the atmospheric influence. With such information, the doctors would 

be able to understand the disease better and predict occurrence of strokes to a degree of precision and can 

provide preventive measures. This study focuses on various techniques to analyse and retrieve the required 

information from big data in the stroke prediction dataset. PySpark is used to build a predictive model to 

analyse the possibility of occurrence of stroke in Hadoop environment. And Hive Queries are used in order to 

extract the information needed.  
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I. INTRODUCTION 

According to a study of more than 56 million deaths in 2001, 7.1 million died of heart disease and 5.4 million 

died of stroke. This indicates that stroke is the second leading cause of death in the world after heart disease, 

accounting for nearly 10% of the total reported deaths. Stroke is the third leading cause of death in the United 

States, and approximately 137,000 Americans have lost their lives. Get sick every year. In 2006, 6 out of every 

10 stroke deaths were women. In the United States, people have a stroke every 40 seconds, and people die of a 

stroke every 3-4 minutes. In the United States alone, the cost of this disease is estimated to be approximately 

$73.7 million. Stroke is one of the main causes of disability in the world. According to a report in 2005, about 

1.1 million people have had a stroke, but they have difficulty living in daily activities. According to a study of 

450,229 residents of Mashhad, in Iran, it was found that stroke occurred nearly ten years earlier than in 

Western countries, and the incidence in Iran was also higher than in most countries. Most research on 

automatic diagnosis of stroke and its subtypes has focused on imaging techniques, computed tomography and 

magnetic resonance imaging. For example, computed tomography images have been used to diagnose stroke 

and its subtypes. In order to improve image quality and reduce noise, the symmetry line of the skull was 

determined, and then a histogram was made for the hemisphere of the brain. Haemorrhagic and chronic stroke 

are distinguished by a histogram. We use waveforms for acute stroke diagnosis and normal imaging. The 

accuracy and recovery rate obtained are 90% and 100%, respectively. There are several factors that affect the 

occurrence of stroke, including genetics, age, gender, and race, as well as certain medical conditions, such as 

high blood pressure, hypercholesterolemia, heart disease, and diabetes. Quitting smoking, alcohol and daily 

activities can also reduce the risk of stroke. Using the above-mentioned risk factors and data extraction 

techniques, a decision support system can be developed. In addition to the doctor’s knowledge and experience, 

the system can also be used to predict stroke. Due to human demand for knowledge and the ever-increasing 

amount of data, it is inevitable to develop methods for automatically extracting knowledge from this data. Data 

extraction is about extracting knowledge and attractive models from large amounts of data. The knowledge-

based data mining techniques that can be extracted can be divided into three categories: pattern classification, 

clustering the data and association rule mining. 
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II. LITERATURE REVIEW 

Many researchers have already used a machine learning-based approach to predict stroke. Govindarajan et al. 

conducted a study to categorize stroke disorders using a combination of text mining and a machine learning 

classifier, and collected data from 507 patients. For their analysis, they used different machine learning 

approaches for training purposes using ANN, and the SGD algorithm gave the best value, 95%. Amini et al. 

conducted research to predict stroke incidence, collected 807 healthy and unhealthy subjects in their study, and 

categorized 50 risk factors for stroke, diabetes, cardiovascular disease, smoking, hyperlipidaemia, and alcohol 

consumption. They used two techniques that had the best accuracy of the c4.5 decision tree algorithm and it 

was 95% and for the nearest neighbor K the accuracy was 94%. Cheng et al. published a report on estimating 

the prognosis of an ischemic stroke. In their analysis, 82 data from patients with ischemic stroke were used, 

two ANN models were used to determine the precision, and 79% and 95% were used. Cheon et al. conducted a 

study to predict mortality in stroke patients. used 15099 patients to identify stroke occurrence. They used a 

deep neural network approach to detect strokes. The authors used PCA to extract the medical history and 

predict a stroke. They have an area under the curve (AUC) of 83%. Singh et al.  conducted a stroke prediction 

study for artificial intelligence. In their research, they used a different method to predict stroke in the 

Cardiovascular Health Study (CHS) dataset. And they used the decision tree algorithm to extract features from 

principal component analysis. They used a neural network classification algorithm to precisely build the model 

they received. Chin et al.  conducted a study to detect automated early ischemic stroke. In their study, the main 

goal was to develop a system that uses CNN to automate primary ischemic stroke. They collected 256 images to 

train and test the CNN model. Area that cannot be caused by stroke, they used the data extension method to 

increase the image collected. His CNN method showed an accuracy of 90 °. Jung et al. conducted a study to 

develop a stroke severity index. They collected 3,577 data from acute ischemic stroke patients. They used 

various data mining and linear regression techniques for their predictive models. Its prediction function gave 

the best result of the k-model for the nearest neighbor (95% CI). Monteiro et al.  conducted a study to use 

machine learning to predict the functional outcome of an ischemic stroke. In their research, they applied this 

technique to a patient who died three months after admission. They achieved an AUC value of over 90%. 

Kansadub et al.  conducted a study to predict stroke risk. For the study, the authors used Naive Bayes, Decision 

Tree, and the Neural Network to analyze the data and predict a stroke. In their study, they used precision and 

AUC as a rating of their pointer. In all of these algorithms, they classified the decision tree and the naive Bayes 

gave the most accurate. Adam et al.  conducted a study on the classification of ischemic stroke. They used two 

models: a logistic regression and a decision tree algorithm to classify ischemic stroke. 

III. DATASET AND SOURCE 

The dataset that we used was the healthcare dataset on stroke prediction, which was imported from the kaggle 

website. It included various columns that help in the prediction of stroke like the age, gender, ever_married, 

presence of hypertension, heart disease, work_type, residence_type,average glucose levels, bmi, smoking_status, 

stroke. With the help of these influential factors, prediction of stroke is carried forward. 

 

This is a sample of our dataset. It had a total of 12 attributes and 5110 datavalues. 
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IV. METHODOLOGIES 

4.1       PySpark 

PySpark is a Python API written in Python to support Apache Spark. Apache Spark is a distributed framework 

that can perform big data analytics. Apache Spark is written in Scala and can be integrated into Python, Scala, 

Java, R and SQL languages. Basically, it is a computer engine that can process large amounts of data and process 

it in batch and parallel systems. PySpark was used to implement machine learning on the dataset, which 

included algorithms like the random forest, logistic regression and decision tree. We have vectorized and 

converted into a computable format.  We take those vectors and store them in an assembler. We have created a 

pipeline to encode the data and we have fitted the model. After fitting the model we could see that vectors and 

features are included. 

4.1.1 Logistic Regression 

Logistic regression, a statistical model, uses Logistic function to model the binary dependent variable, despite 

the existence of many complex extensions. In classification analysis, logistic regression (or logit regression) was 

developed to estimate the parameters of the logistic model. (Binary regression table). 

We have split the data set into train and test 0.7,0.3 respectively,  and applied logistic regression to classify 

whether the person has been affected by stroke or not.  

 

Accuracy  :  

We have the raw prediction and the result for stroke in 0 and 1 and it will display the probability to which the 

person is affected by stroke. We get around 92.33% accuracy for logistic regression. 

4.1.2    Decision Tree 

A decision tree is a block diagram similar to a tree structure, where each internal node specifies an attribute 

test, each branch represents the result of the test, and each leaf node has a class name. 
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Accuracy  :  

The next algorithm that has been implemented is the decision tree classifier. When we fit this classifier we get 

92.6% accuracy. The accuracy is comparatively  lower than that of the logistic regression.  

4.1.3 Random Forest  

Random forests or random decision forests is a method used for classification, regression and other tasks that 

are computed by constructing a multitude of decision trees at training time and returns the class that has most 

frequently occurred, that is, the mode of the classes (classification) or the norm prediction (regression) of each 

of the trees. 

 

Accuracy :  

We've next fit the random forest classifier. Its accuracy is about 92.33% which is almost similar to logistic 

regression.  From the accuracies of the three algorithms,  the decision tree has produced almost more accuracy 

when compared with random forest and logistic regression. These predictions would help the doctors to 

prevent the occurrence of stroke in patients and come up with measures. 

4.2 Hive  

Hive is a data warehousing infrastructure tool for processing structured data in Hadoop that resides on Hadoop 

to aggregate big data and facilitate querying and analysis. Hive provides various functionalities like reading, 

writing and managing huge volumes of data in distributed storage. It runs SQL-like queries called HQL (Hive 

Query Language) that are converted internally to MapReduce jobs. Hive supports DDL (Data Definition 

Language), DML (Data Manipulation Language), and UDF (User Defined Functions). A number of queries were 

used to retrieve required information from the processed dataset. The queries and the outputs are as follows: 

4.2.1 Query 1: 

SELECT COUNT(work_type) FROM stroke_data WHERE smoking_status = 'smokes' AND stroke= 1 GROUP 

BY residence_type; 

Rural 18 

Urban 24 

4.2.2 Query 2: 

SELECT residence_type,work_type, COUNT (work_type) FROM stroke_data WHERE stroke=1 AND 

hypertension=1 GROUP BY residence_type,work_type; 

Rural Govt_job 3 

Urban Govt_job 5 

Rural Private 15 

Urban Private 18 

Rural Self_employed 14 

Urban Self_employed 11 
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4.2.3 Query 3: 

SELECT Id,gender,age, residence_type FROM stroke_data WHERE avg_glucose_level>200 and bmi > 30 

GROUP BY residence_type; 

9046 Male 67 Urban 

13861 Female 52 Urban 

64778 Male 82 Rural 

43717 Male 57 Urban 

54401 Male 80 Urban 

47269 Male 74 Rural 

19824 Male 76 Rural 

17004 Female 70 Urban 

2458 Female 78 Rural 

56841 Male 58 Rural 

45277 Female 74 Rural 

41069 Female 45 Rural 

53401 Male 71 Rural 

13491 Male 80 Rural 

44033 Male 56 Rural 

71279 Female 71 Urban 

11762 Female 76 Urban 

17308 Female 72 Urban 

46703 Male 68 Urban 

24669 Female 77 Rural 

59437 Female 57 Urban 

20426 Female 78 Urban 

  
4.3   Mapreduce 

MapReduce is a data processing tool with which data is processed in parallel in a distributed manner. 

MapReduce is a paradigm with two phases, the mapping phase and the reduction phase. In the mapper, the 

input is provided as a key-value pair. The output of the mapper is fed as input to the reducer. The reducer will 

not run until the mapper has ended. The reducer also takes the input in key-value format, and the reducer 

output is the final output.  In this dataset, we've used mapreduce to return the count of the number of people, 

categorised based on their work types. The work types include government job, private, self employed, never 

worked and children. 
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From the result, we conclude that there are 657 government employees, 2925 private employees, 819 self 

employed people, 22 people who have never worked and 687 children. 

V. RESULTS AND DISCUSSION 

As we have shown in this study, the pyspark machine learning algorithms like the random forest, logistic 

regression and decision tree performs very well for the Healthcare Stroke prediction dataset. However, we 

realize that out of the 3 algorithms decision tree classifier gives better accuracy and out performed other 2 

algorithms. To get a better refined approach for improving accuracy, we could use pruning techniques on the 

features before applying the classifier model to the dataset. In this paper, we have presented the machine 

learning approaches combining the elements of data imputation, feature selection and prediction using pyspark 

in Hadoop environment. We provide extensive data analysis using the hive queries and mapreduce results to 

arrive at better decisions in healthcare regarding the personalized treatment for Stroke. This could possibly 

provide a well structured analysis on various triggering factors of the disease. Further, our method can be used 

for identifying potential risk factors for diseases without performing clinical trials.  

VI. CONCLUSION 

From the Analysis, we've come to know that people are being exposed to various influential factors that 

contribute to the occurrence of stroke. When people tend to follow a proper diet, exercise regularly and stress-

free lifestyle, many factors like hypertension, imbalance in BMI, fluctuations in sugar levels and heart diseases 

wouldn't affect them. Thereby, promoting the reduction in the number of people being affected by stroke. Also, 

on the professional front, our analysis could provide better insights in getting a step further towards 

personalised treatment for Stroke and related heart diseases. 
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