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ABSTRACT 

Today, the death rate has increased worldwide due to heart diseases. The better way to prevent this disease is 

by having a system that can foresee the symptoms or irregularities in the beginning which can save many lives. 

Recently research in machine learning had gained lots of attention and had been utilized in different sorts of 

applications including within the medical field. The researchers are able to predict the probability of getting 

heart diseases among susceptible patients with the help of various machine learning models. The main aim of 

this study is to draw a comparison among different classification algorithms that predict irregularities in the 

heart. In this paper, the results state that recent methodologies develop an understanding for predicting heart 

disease. This research paper provides the result analysis of significant machine learning models that are been 

used in building a highly efficient and accurate prediction model that will help doctors treat heart disease at the 

earliest and reduce deaths caused. For finding the efficient model this paper uses various factors like confusion 

matrix, recall, precision, f1-score, and accuracy.  
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I. INTRODUCTION 

The work proposed in this paper is mainly a comparative study of different machine learning algorithms that 

are used for predicting heart disease. The heart is the center of the circulation system that regulates blood flow 

throughout our body. So, it is the principal part of the human body. So, if any irregularity is seen in the heart can 

cause distress in other parts of the body. Any kind of disturbance in the normal functionality of the heart can 

lead to heart problems. In today’s world, the primary reason for the occurrence of many deaths is due to heart 

disease. An unhealthy lifestyle, alcohol, smoking, and a high intake of fat can lead to hypertension can cause 

heart disease. According to the WHO, more than 10 million deaths occur every year around the world because 

of heart disease. Keeping a healthy lifestyle and the earliest detection of irregularities are the only ways heart-

related diseases can be prevented. 

In the medical field, various diseases can be detected, predicted, and diagnosed with the help of machine 

learning. The main objective of this paper is that provides doctors a tool that could detect heart disease at an 

early phase. This will provide effective treatment for patients with severe consequences. Machine learning 

plays an important role in detecting the discretely hidden patterns and thereby analyzing the given data. After 

analyzing the data, machine learning algorithms help in early diagnosis and heart disease prediction. This 

paperwork presents the performance analysis of different classification algorithms such as Logistic Regression, 

K-Nearest Neighbors, Decision Tree, and Random Forest using various factors such as confusion matrix, recall, 

precision, f1-score, and accuracy for predicting heart disease at an early stage. 

Machine Learning is the method of automatically learning and improve from the experience with the existing 

data and, building usable models for its prediction. The field of machine learning has not only been helpful in 

medical sciences but also this trend has a fast-track path of change. Nowadays, the healthcare industry delivers 

complex information that is broad in measure with respect to diagnosis, disease prognosis, patients, and 

medical health care equipment. This huge amount of data that are needed to be filtered enable us to extract 

useful and helpful information that can be useful to detect these heart diseases at an early stage to avoid 

disastrous consequences. 
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II. METHODOLOGY 

The project is based on heart disease prediction based on machine learning. So, different classification 

algorithms are compared with various factors for finding the accuracy to find the effective algorithm among the 

four algorithms. 

Heart disease prediction undergoes various stages: - 

1) Classification Algorithms 

a. Logistic Regression 

b. K-Nearest Neighbors (KNN) 

c. Decision Tree 

d. Random Forest 

2) Factors used for calculation 

a. Confusion Matrix 

b. Precision 

c. Recall 

d. F1-Score 

e. Accuracy 

III. MODELING AND ANALYSIS 

To initiate this work, we have started collecting data in each and every aspect towards the goal of the system. In 

the first place, the research was in the direction of the main causes or the factors which have a strong influence 

on heart health. Some factors are unmodifiable like age, sex, and family background but there are some 

parameters like blood pressure, heart rate, etc. which can be kept in control by following certain measures. 

Many doctors suggest keeping a healthy diet and regular exercise to have a healthy heart. The parameters 

which are considered for the study in designing the system which has major risk percentages with relevance 

CAD. 

The next step was to collect a dataset. For this, we have taken the dataset from the UCI Machine Learning 

Repository. The dataset contains as many as 76 parameters describing the complete health status of the heart. 

These parameters are obtained by expensive clinical tests like ECG, CT scan, etc. Out of these, the traditional 

heart disease prediction system uses 14 major parameters. Since these parameters require expensive lab tests 

to find ECG, chest pain type, ST depression, etc. To avoid these and to make the system less complex we selected 

the above-mentioned parameters can easily be measured using different sensors available in the market. Then 

these features are applied to the proposed models: Logistic Regression, K-Nearest Neighbors (KNN), Decision 

Tree, Random Forest. Then accuracy has been calculated to find the efficiency for different classification 

algorithms. The result is been evaluated on the basis of precision, recall, and f1-score. At last, we retrieve the 

best algorithm based on efficiency for the given datasets. 

IV. RESULTS AND DISCUSSION 

The classification algorithms are compared with each other to find the best among the five algorithms. The 

efficiency of the proposed models is calculated in terms of confusion matrix, recall, precision, f1-score, and 

accuracy.  

 

Figure 1: Confusion Matrix of Logistic Regression 
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Table 1. Accuracy of Logistic Regression 

Heart Disease Prediction Precision Recall F-Score 

 0.86 0.88 0.87 

Accuracy   0.85 

The above Figure 1 shows the confusion matrix of Logistic Regression for Heart Disease Prediction. The result 

has been obtained on the basis of precision, recall, and f1-score. Table 1 shows the accuracy of Logistic 

Regression that has been calculated from the above-mentioned parameters. 

 

Figure 2: Confusion Matrix of K-Nearest Neighbors 

Table 2. Accuracy of K-Nearest Neighbors 

Heart Disease Prediction Precision Recall F-Score 

 0.74 0.67 0.70 

Accuracy   0.63 

The above Figure 2 shows the confusion matrix of K-Nearest Neighbors for Heart Disease Prediction. The result 

has been obtained on the basis of precision, recall, and f1-score. Table 2 shows the accuracy of K-Nearest 

Neighbors that has been calculated from the above-mentioned parameters. 

 

Figure 3: Confusion Matrix of Decision Tree 

Table 3. Accuracy of Decision Tree 

Heart Disease Prediction Precision Recall F-Score 

 0.87 0.79 0.83 

Accuracy   0.78 
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The above Figure 3 shows the confusion matrix of Decision Tree for Heart Disease Prediction. The result has 

been obtained on the basis of precision, recall, and f1-score. Table 3 shows the accuracy of Decision Tree that 

has been calculated from the above-mentioned parameters. 

 

Figure 4: Confusion Matrix of Random Forest 

Table 4. Accuracy of Random Forest 

Heart Disease Prediction Precision Recall F-Score 

 0.90 0.88 0.89 

Accuracy   0.88 

The above Figure 4 shows the confusion matrix of Random Forest for Heart Disease Prediction. The result has 

been obtained on the basis of precision, recall, and f1-score. Table 4 shows the accuracy of Random Forest that 

has been calculated from the above-mentioned parameters. 

Table 5. Summarized result of the four Machine Learning models 

Models Precision Recall F-Score Accuracy 

Logistic Regression 0.86 0.88 0.87 0.85 

KNN 0.74 0.67 0.70 0.63 

Decision Tree 0.87 0.79 0.83 0.78 

Random Forest 0.90 0.88 0.89 0.88 

The main aim of this project was to compare and analyze the various machine learning algorithm in terms of 

their recall, precision, f1-score, and accuracy. The expected results of this project are to find the accurate 

classification model for predicting the heart disease at earliest. 

 

Figure 5: Comparison of all the four Machine Learning models 
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From these, we can conclude that the accurate model for predicting the heart disease is Random Forest because 

by comparing the algorithm based on the precision, recall and f1-score its accuracy is 88 % and the second best 

is Logistic Regression which is followed by Decision Tree. The least accurate is KNN. 

V. CONCLUSION 

In this project, I have predicted heart disease using four Classification Algorithms: Logistic regression, K-

Nearest Neighbors (KNN), Random Forest and Decision Tree. I have pre-processed the data with respect to the 

given requirement. Then applied the above-mentioned models for finding the effective algorithm among the 

four. The results obtain concludes that Random Forest is the best model to predict heart disease with an 

accuracy of 0.88 which is followed by Logistic Regression with an accuracy of 0.85. KNN is 0.63 which is the 

least accurate algorithm among the four. 
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